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Efficient and Complete Centralized Multi-Robot Path Planning

Ryan Luna and Kostas E. Bekris

Abstract— Multi-robot path planning is abstracted as the
problem of computing a set of non-colliding paths on a graph
for multiple robots. A naive search of the composite search
space, although complete, has exponential complexity and 01 —ush =
becomes computationally prohibitive for problems with just 93
a few robots. This paper proposes an efficient and complete
algorithm for solving a general class of multi-robot path
planning problems, specifically those where there are at most-

2 robots in a connected graph of: vertices. This paper provides
a full proof of completeness. The algorithm employs two
primitives: “push”, where a robot moves toward its goal until

no progress can be made, and “swap”, that allows two robots ~Push
to swap positions without altering the position of any other
robot. Additionally, this paper provides a smoothing procedure (d) 0]

for improving solution quality. Simulated experiments compare

the proposed approach with several other centralized and Fig. 1. A complete example of Push and Swap. (a) Start and goal
decoupled planners, and show that the proposed technique configurations. (b) Robot 1 pushes to its goal, moving robgtPRobot 2
improves computation time and solution quality, while scaling to  is blocked by 1. 2 swaps with 1. (d) Robot 2 pushes to its gejIRpbot 3

problems with 100s of robots, solving them in under 5 seconds. pushes and is blocked by 1. 3 swaps position with 1. (f) Rohistt8ocked
by 2. 3 swaps position with 2, and reaches its goal.

I. INTRODUCTION by searching a minimum spanning tree of the roadmap [1],

Multi-robot path planning [1], [2] requires the computatio OF restricting the problem domain in grid-worlds (i.e., 4 or
of paths for multiple robots on a graph, where the robot§ connectivity) [6]. It is possible to take advantage of ad-
must move from their start positions to unique goals whil&0c networks formed when robots are within communication
avoiding collisions. An efficient solution to this problem i fange by sharing information and utilizing a coupled planne
relevant in many applications, such as warehouse manadg-compute trajectories for each connected component of the
ment, intelligent transportation, (dis)assembly, autoons Nnetwork [7].

mining, space exploration, as well as computer games. In contrast, decoupled approaches compute individually
optimal paths, and settle conflicts between the paths as they
A. Background arise. These approaches compute sub-optimal solutions and

Traditional solutions to the multi-robot planning problemare not usually complete. However, decoupled methods are
consider either a coupled or decoupled approach. In couplégpically able to compute solutions in times that are orders
techniques, the robots are considered a single composi@t magnitude faster than coupled planners, making them
system with many degrees of freedom, and the solution evalent in the multi-robot literature. Prioritized plears
found by searching the composite roadm@ffi = G x compute paths sequentially for different robots in order of
G x ... x G, where@G is the original graph and is the priority. Paths of high priority robots are considered nmayi
number of robots. The coupled approach guarantees maltstacles that must be avoided by those of lower priority
only completeness, but optimality as well [3], [4]. Thesd8]. The choice of priorities has a significant impact on the
approaches, however, have exponential complexity in thsolution quality [9], and searching the space of priorities
number of robots. This complexity has inspired a numberan improve performance [10]. Another typical decoupled
of approaches that attempt to prune the search space whalgproach considers tuning the velocities of robots aloeg th
maintaining completeness. One such method splits the-mulfirecomputed trajectories to avoid collisions [11], [12heEe
robot problem into a sequence of fully-coupled subcompapproaches have evolved over time, and are now able to com-
nents where each subcomponent can be solved independepilye collision free paths for systems with dynamic constsai
of all others [2]. A hybrid technique plans for each robo{13]. Decoupled approaches suffer from deadlocks, and a
given future paths, and employs a coupled approach fawmber of planners were created in order to reduce this.
choosing goals and avoiding deadlocks [5]. For graphs withechniques using incremental planning [14] or coordimatio
specific topologies, efficient and complete approached exigraphs [15], [16] have shown to reduce these deadlocks.

A modern heuristic-search technique for solving multi-
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in combination with a backwardd* heuristic in order to [1l. PUSH AND SwAP

improve search time and scalability [17]. This method was tha pusHaND SwAP method sets the current assignment
further im_proved with spatial abstractiqn for faster hstici A to the starting ones and starts building the solution path
computation and lower memory requirements [18]. Othefy« py insertings into IT* (line 1). It also initializes the set
search techniques take advantage of the discrete space—bygy to the empty set. This set will be used throughout this
ating a flow network within grid-worlds [19], or decomposeyegription, indicating a set of static vertices that ageted
the roadmap into subgraphs with specific properties [20]. as obstacles. It contains vertices of robots that have eghch
B. Contribution their goals. Then for each robet PUSHAND_SWAP tries
irst to pushr to its goal7 [r] by clearing its path from other

lanning that is computationally efficient and completedor obots (lines 2-5). If the push operation fails (line 5),rthe
P 9 P y P a swap operation is initiated with the robot that is blocking

\allféyagt]en:g;ﬂ Clzsfocl))fo?sroizleamsryal.el’].,valtlr’:ln\s/tee:’gg:: whereth r’s path (line 6). If the swap also fails, then the problem
N grap ' is not solvable (line 7). I~ has not reached its goal, then

The proposed method (Figure 1) is orders of magnitudl : : : -
faster when compared to traditional coupldd. In compar- the algorithm keeps applying push and swap operations (line

) - ) 3). Whenr reaches its goal [r], A[r] is inserted to the set
ison to existing complete alternatives, the proposed nubth%{ of static robots, whose position must be respected by all

lg[u()r\t/;]i?;oizmﬁlizrllisss nfg)rasasur?nuct?onvgd;t:oBtrotzlsTo COI‘?; ush operations (line 8). Eventually the algorithm retuiris
' P P hich is constructed by the calls twsH and swap.

of the underlying graph [19], [6], [1]. Compared to a
general decoupled algorithm [17], an efficient and complet8lgorithm 1 PUSHAND_SWAP ( G,R,S,T )
centralized planner [1], and a coupled planner utilizing1: A+ S, IT* < {S}, U «+ 0

optimal decoupling[2], the proposed technique exhibits 2: for all » € R do

competitive solution times with no dependence on parametes:  while A[r] # T[r] do

This paper proposes a new method for multi-robot pat

selection. Empirical results show that the proposed approa 4: P = SHORTESTPATH (G, A[r], T[r])
consistently solves multi-robot path planning problems ins: if PUSHII*, G, A,r,p,U) == FALSE then
times significantly faster than several existing coupled an &: if swapP(Il*,G, A, T,r,U) == FALSE then
decoupled approaches, and returns higher quality sokition 7: return  (i.e., Failure)

The approach employs two basic primitives. The firsts: U < U U Alr]
primitive, “push”, forces robots to clear a specified path fo 9: return II* (i.e., Success)
a robot to get to its goal. In harder instances, robots may
be required to switch positions along their shortest pathé. Push Primitive

This is addressed by the second primitive called “swap”. pysy (Algorithm 2) attempts to move robat along a
Once a robot cannot make progress towards its goal Rjven pathp*. This operation will incrementally move any
pushing, it must swap positions with the next robot alongopot occupying a vertex ip* away from this path, as long
its shortest path This Operation may force other robots 'll(he Occupied vertex doesn't be|0ng to the igetA graphica]
move in response; potentially all of them. Eventually, b# t example of the operation is shown in Figure 2.

robots must be returned to their original positions, witkt ju _

two robots swapping positions. This work shows that if it2901ithm 2 PUSH IT*, G, A, . p*, U)
is not possible to execute a “swap” for two robots, then thel: ¢ = last vertex inp*

problem is not solvable. 2: v« vertex inp” after Alr]
3: while Afr] #t do
Il. SETUP AND NOTATION 4: advancer alongp* until blocked, inserting interme-
Consider a graplG(V,£) and n robots R, wheren < diate actions intdI”*

|V| — 2. An assignment4 : [1,n] — V places the robots 5 if Alr] #¢ then

in unique verticesYi,j € [1,n],j #i: Ali] € V, Ali] # 6 Mark Alr] and/ as blocked orgG
A[j]. The starting assignment is denoted%sand the goal 7 ve < reachable empty vertex toon G
assignment is denoted @s An actionr(A,, A;) is achange 8 p < SHORTESTPATH(G, v, )
between two assignment$, and.A; so that only one robot 9 if p == 0 then return FALSE

moves between neighboring vertices in the two assignment: Mark A[r] andU as free onG
i.e.,3ie[l,n] andVj € [1,n],j #i: 11: move robots orp towardv,; insert actions intdI*

. (AT . < ) ] 12: return TRUE
Acli] # Aull, (Aalil, Auli) € &, Aali] = Al PUSH iterates as long as has not reached the end of the

A pathIl = {A,,..., Ax} is a sequence of assignments, s@iven path (line 3), and it can still make progress without
that for any two consecutive assignmeptsand.A;., inII  any need for swapping (line 9). If the vertices alopy
there is an actiom(.A4;,.4,.1). The objective of multi-robot are not occupied, then is moved along these vertices and
path planning is to compute a solutidf* = {S,...,7}, the corresponding intermediate assignments are stored on
which is a sequence initiated with and ending with7. the solution path (line 4). At this point, if has traversed
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Fig. 2. lllustration of the push primitive. (a) Robot 1 advasalong the

empty vertices in its shortest path. (b) Robot 2 is pushed ligwiag 1 to
advance. (c) Robot 3 is pushed forward, allowing robot 1 sxheits goal.

Fig. 3. lllustration of the swap primitive. Robotsand s swap positions.

s to v and one of its neighboring vertices (line 8). This is
achieved by a call to the functiorusH, which will move
the composite agent composed of adjacent agerasd s,
that can also move all other agents indiscriminately; the se
) ) ) of static vertices passed rwsHhere is empty(line 8). If the
the entire path , the subproblem I@I’IS splved (Ime 5). pushing succeeds, thed[r] = v and.Afs] is adjacent tov.
Otherwise, the next' vertex along p (,)f TS ocgupled by For r and s to swap positions at, two adjacent vertices of
_an_other r_obot. In this case, the algorl_thm considers Wmethg (excluding the vertex occupied bs) must be evacuated
it is possible to push the robot blocking the pathout of 10 9) This is the objective ofLEAR, detailed later in this

the way of r, without altering the position of or any ?}f section. If two adjacent vertices ofcannot be cleared, then
the robots it/ (lines 6-11). To do thispusHcomputes the i i< i ossible forr and s to exchange positions at and
shortest patlp between the robot occupying vertexand the another vertex must be checked

closest reachable empty vertexto v on G. The vertexv, If all vertices of degree> 3 are exhausted and and

is considered reachable if there exists a path betweand s cannot reach such a vertex with two empty neighbors
ve that does not pass through any vertex in thel&edr the g\, returns failure (line 11). If the swap can take place,
vertex occupied by robot (lines 6-8). If no path is found o 4ctions computed byuLTIPUSH and CLEAR are added
(line 9), then robot cannot push the blocking robot out of_|tsto the global solution (line 12), and the swap is performed
shortest path, and further progress cannot be made W'thc{Hﬁe 13). The swap is shown in Figure 3. Once the swap

swapping. If a path is found (line 10), then all of the rob0t§S executed, the actionH computed byMULTIPUSH and
along the shortest path betweenand Ve are pgshed ON€ | EAR must be reversed so that robots already at their goal
vertex forward towards, alongp. In this way is cleared i retyrn there after the swap. Care must be taken during
for r to occupy. The pushing process is then repeated, 9VeD\ersal not to undo the swap ofnds; paths executed by

the new assignment of all robots. will be executed by and vice versa (line 14). The reversed
set of actions is then added I&* (line 15). Finally, it may
happen that occupies a vertex in the sk indicatings was
already at its goal (line 16). After the swap,and s have
switched positions, angl must be moved back to its goal to
maintain the swap invariant. This is achieved RySOLVE
(line 17), detailed later in the section.

B. Swap Primitive

SWAP switches the position of a robetwith the robots
adjacent ta- alongr’s shortest path. Afteswap is finished,
the only robots that have changed position arm@nd s.

Algorithm 3 swap (II*,G, A, T, r,U)

1:

p* < SHORTESTPATH (G, A[r], T[r])

1) Clear Operation: The CLEAR operation (Algorithm 4)

2: s + robot on first vertex irp* after A[r] attempts to free two neighbors of a vertexso that robots

3: success FALSE r ands can swap positions with one another. There are two
4. § «+ {Vertices of degree> 3, sorted by dist. from'} cases to consider when freeing the neighborhood. of

5: while S # () and success =FALSE do If there are already two empty neighbor vertices 1of

6: v=38.PoP(), I+ 0 then the clearing is trivially achieved (lines 1-2). Othesy

7. p <+ SHORTESTPATH(G, A[r],v) PUSHis used to evacuate the neighbors. During the first step,
8 if PUSH(IL, G, A, {r,s},p,0) == TRUE then CLEAR attempts to push all occupied neighbor vertices of
9: if CLEAR (I, G, A, A[r], A[s]) == TRUE then to other neighbors excluding(Figure 4(a), lines 5-9). If two
10: success= TRUE neighbors ofy are freed during this process|, EAR succeeds

11: if success =FALSE then return FALSE (line 8). Otherwise, if all neighbors af are exhausted but
12: II* =11 + 11 there exists a single empty neighbor of (Figure 4(b)),

13: EXECUTESWAP (IT*, G, A[r], A[s]) the algorithm considers moving an occupied neighbov of
14: IT = II.REVERSE(), exchanging paths far and s throughv and an empty neighbor where it may be possible
15 IT* = IT* + 11 to push further. Only if there is one empty neighbor is this
16: if T[s] € U then feasible; note that if it is not possible to push a single tobo
17:  returnRESOLVE (IT*, G, A, T,U,p*,r, s) away fromu, it will not be possible to push a second one. To
18: return TRUE :

To switch two robotsswAP selectss, which is adjacent

to r alongr’s shortest path (lines 1-2). For a vertexn G

with degree> 3, the algorithm computes the shortest path
from A[r] to v (line 7). Then,swAP attempts to push and

Fig. 4. CLEAR operation at vertex (shaded). (a) Case 1. (b-d) Case 2.



achieve this, the vertex itself must be cleared (Figure 4(c), push from its current position to its goal (line 2)continues
lines 10-11). Then all occupied neighbors:wfre checked to swap along its shortest path until the pushf@ucceeds.

to see if it is possible to clear them via an empty vertex ofJnder some circumstances,may swap to its goal. In this

v (Figure 4(d), lines 14-17). If a single push succeeds, therase,r has swapped with a robet that was occupying its
two neighbors have been successfully clea®d=AR can goal; ' must then continue the resolution process in order
then move the robots formerly occupyingand its neighbor to free the goal ofs. This is achieved with a recursive call
back to their original positions and return success (ling 18to RESOLVE, replacingr with 7’ (lines 11-15).

If both steps 1 and 2 fail, then it is not possible to clearesert :
v without additional swapping. Section IV details why theségorithm 5 ResoLve (II*,G, A, T, U, p*, 7,5 )

two cases are sufficient for clearing the neighborhood.of 1: ¢ = vertex inp* after A[r], U’ < {UU{A[s]}}\{T[s]}

- " 7 2: p =SHORTESTPATH (G, A[r], t)
Algorithm 4 CLEéR (1,6, A,v,v0") 3. if PUSH (IT*, G, A, 1, p.14') then
1: £ + {free neighbors ob}, U + {v,v', &}

4. moves from to
2: if |€] > 2 then return TRUE . retJrni‘RUE Als] to Tl
3: for all n € NEIGHBORS (v) \ {&£,v'} do 6 else
4. for all n’ € NEIGHBORS (n) \ {£,v} do 7. =1 p e {Als], T[s]}
> P ¢~SHORTESTPATH (G, n,n') 8 while swap (H*,g:A, T,7,U') do
6 If PUSHII", G, ROBOT(G, n),p,U) then o if Als] == T]s| or PUSH (IT*, G, A, s, p*,U’) then
’ £ EU{n} 10: return TRUE
8: if |£] == 2 then return TRUE 11: else if A['] == T]'] then
o: else if|&] == 1 then break 12: U — W U{TIr))
10: p ¢~SHORTESTPATH (G, v, /) 13: 7 = robot 7’ just swapped with
11: if PUSHII", G, ROBOT(G, v), p, ) then 14: p* =SHORTESTPATH (G, A['], T[r'])
12: " = vertex held by robot that formerly held 15 return RESOLVE (IT*, G 54 T L’{’ P 7, 5)

13 U+ {v,v' 0" E}

16: returnFALSE
14:  for all n € NEIGHBORS (v) \ {&,v'} do

15: for all n’ € NEIGHBORS () \ v do C. Post Processing

16: P < SHORTESTPATH (G, n,n') P ) h

17 if PUSHII*,G, ROBOT(G,n), p,U U {n}) then _Post processing the sequentie PUSHAND;SWAP can

18: move ROBOT(G, v')to v, ROBOT(G, v/ )to v yield significant improvements in path qualify* may have
19: return TRUE redundant paths due to multiple calls sovAP and subse-

qguent reversals required for the swap invariantshnoOTH

20: returnFALSE . .
- : : (algorithm 6), if a robot leaves a vertexat stept, and returns
2) Resolve OperationTheRESOLVEOperation repairs the att+ j, and no other robot occupiesduring (¢, ¢ + j), then
case inswAP where a robot switches positions with anotheg o .cbot is free to remain at during (¢t + )

w

1: removed= TRUE
if 7/ # () and r ==RoBOT(x’) then
@ Q) 11: remove portion of 7’ after v
5 swaps with 4. (e) 5 swaps with 2 invoking Resolve again. (fuShes to SMOOTH accepts a solution paffi, and iterates over each
shortest path (lines 2-5). If the push succeeds, then the ged exists, andr and «’ are executed by the same robot

5@ 5-4) @G (@) 2: while removed== TRUE do
; ; - - . for all 7 € II.REVERSE() do
(@ (b)
for all n”" € II(n', 7] do
Fig. 5. RESOLVE: Vertices i{’ are shaded. (a) After robots 1,2 and 3 12: removed= TRUE
its goal; third Resolve is successful. (g) 4's goal is fresecond Resolve action 7 € IT in reverse order (line 4). For each actian
of s will be free, allowings to move to it. If this push fails, (lines 7-8), then all actions executed byetweenr’ and =’

robot already at its goaRESOLVE returns the robos to its _
goal, while allowingr to make further progress. Algorithm 6 smooTH (II)
4
© @ 5 r = ROBOT(7), v = last vertex inx
¢ 6: 7’ <—next path in[I.REVERSE() containingv
O O, 00 7
8
.x@ ® _© Gxe 9 if ROBOT (7"’) == r then
! ! ! 10: remove (r"’) from II
(e) ®
have planned. (b) Robot 4 swaps with 3. (c) Resolve is invqBedas at  13: returnIl
goal). 4 swaps with 5 and reaches its goal. (d) Resolve cédied and 5;
is successful. (h) 3's goal is free; first Resolve is complete. the actions afterr in the reversed sequence are checked for
RESOLVE first attempts to push robat further along its an occurrence of the final vertexin =. If such an action
thenr will have to swap positions again along its shortesincluding ) are removed froniI (lines 9-11). Additionally,
path (line 8). After a successful swap, rolsatan attempt to =’ is cut to end at vertex (line 12). The smoothing process



continues until the entire solution sequence has beeretéra of v. 2) Pusha throughv and an empty neighbor af: v'.
through.sMOOTH continues to iterate ovéf in reverse order Robota should end at a neighbor aef, excludingv or an
until no paths are removed during an entire iteration. empty neighbor of. 3) Swapa with robotsr ands in order
to occupy a vertex opposite and s.
IV. ANALYSIS PUSHcan be used in case 1 by fixing the positions of,
This section proves the completenes®0EHAND_SWAP  and any free neighbor of sincePusH exhaustively searches
for instances where the number of robots<igV| — 2. for reachable empty positions. Case 2 can also utitizeH,
Theorem 4.1:PUSHAND_SWAP is complete for multi- oncew itself is cleared by having robot push towards one
robot path planning problems where the number of robotgertex, placing any free neighbor ofin I{. After v is free,a
n is less than or equal td/| — 2. can be moved through to the empty neighbor to attempt a
To prove this theorem, it must be shown that if twopusH For thispusH the set/ is populated with the vertices
adjacent robots cannot swap vertices, then the plannirgcupied by robots ands, and the vertex.
problem itself has no solution. This implies thawapP must Case 3 is an extension of case 2, case 1\ Case 2
be able to bring two agents to a degree of 3 or mor@here robota attempts to evacu-
and free two neighboring vertices in each solvable instancgte the neighborhood af through (Sases |
Additionally, it must be shown that progress is always madghe vertices occupied by robots
when applyingpusH or SWAP and that a solvable instance and s. This evacuation, however,
will never become unsolvable with those primitives. requireSa' to swap position withr Fig. 7. Evacuating: from
Lemma 4.2:pusHcan transfer a composite robBtmade and s. If it is possible to swap  the neighborhood of a ver-
up of two adjacent robots to a vertexn G if such a transfer with » ands at v, then there must texv (shaded).
is possible and necessary fewAP. be two free vertices in the neighborhood«gfand it is not
Proof: Consider a composite robd®, a destination necessary to evacuate Therefore, fora to swap withr
v for R on G andp a path fromR to v. If there exists an ands, a second swap vertex, must be used. Note, if it is
alternate patlp’ from v to R, not passing through an internal possible fora to swap withr ands at o, thenr ands could
vertex of p, thenv belongs to a loop that includeB. If v also swap at). Similarly, it may be possible fon to swap
belongs to such a loop, and this loop contains at least a&¥ith » at v, and then swap witk ato. If it is feasible fora
empty vertex or there is an empty vertex reachable from thgnd s to swap aty, it is also possible for ands to swap at
loop, thenR can simplyPusH the robots along its shortest ;. Becauseswap searches all possible vertices of degree 3
path around the loop to reach or more,v will be checked, making case 3 unnecessam.
Otherwise ifv does not belong to a loop witlk, but Lemma 4.4:A multi-robot path planning problem is solv-
there exists a single path from the initial position of R able if and only ifswAP can bring robots: ands to a vertex
to v, then letp be the number of vertices reachable fram + with a degree> 3 along with two empty vertices.
without passing through any internal vertexm@fandn be Proof: Consider the sequence of vertices along the
the number of robots along. If p > 7, then it is possible shortest path of- to its goal 7[r], wheres is positioned
to push all robots blocking into vertices reachable by.  betweenr and 7[r]. The ordering ofr and s along this
This completely freep for R, allowing the composite robot string of vertices has to be swapped in order for the problem
to reachv. Otherwise, ifp < 7 then it is not possible foR  to be solved. Even if follows a different path to reach its
to reachv; there are no free vertices to push the robotg.in goal 77r|, the ordering ofr and s along the shortest path
If there are multiple paths from will change if the problem is solvable. Thus, the problem is
the initial position ofR to v, then Mm@ solvable if and only if the two robots can be swapped.
there must be at least one internal SWAP exhaustively searches all the vertices of degree 3
loop insideg that intersects a path or more, checking whether it is feasible for adjacent robots
from R to v. At this intersection, fFrI(?ﬁii'z's Qr:‘;i‘{ggégs:ggp r andss to reach a vertex usingusH apply CLEAR at the
a vertexv’ of degree 3 or more pysH to moveR to v is  Vertex, and execute a swap. From lemmas 4.2 27dif
exists. For SwAP, this vertex is unnecessary for SWAR/(  swaPis unable to move two adjacent robots to a vertexf
closer than the given destination's closer tham). degree three or more to execute a swap operation, then the
vertex v, and will be expanded first. In this cas€, either multi-robot path planning problem is not solvable. =
belongs to a loop containing, or a single path exists from  Lemma 4.5:After a successful call t&waP, the robots
the initial position of R to +’, both of which are discussed in ¢/ are assigned to the same vertices they were assigned
earlier in this proof. Figure 6 shows this case. B before the call taswaP, and at least one robot outside laf
Lemma 4.3:CLEAR considers all essential cases wherhas made progress toward its goal.
evacuating two vertices in the neighborhood of a vertex Proof: swapP attempts to switch the positions of a
for the purposes of swapping robotsand s atv. If CLEAR  robotr not inZ/ with the robots blocking r’'s shortest path.
fails, then freeing’s neighborhood foswaP is not possible. Assuming a swap is possible, the swap will result with
Proof: There are 3 cases to consider when evacuatirands switching positions, leaving all other robots intact. The
a robota in the neighborhood of,, (Figure 7): 1) Pustu  other robots are guaranteed to be at the vertices theydtarte
toward a neighbor vertex that is notor an empty neighbor in because the actions computed durisMgaP is reversed.




. . . . CoupledA* WHCA*(5) Sp. Tree Push/Swap
Becauser is swapped along its shortest path, it will make p.opiem | Time | Size | Time | Size | Time | Size | Time | Size

progress toward its goal. In the case tkabelongs tol/, Tree | 254 | 15 | 1.18 | 344 | 156 | 15 | 042 | 18
RESOLVEis employed to progressfurther along its path to ~ Corners| 3882 | 36 | 0.90 | 36 | co | n/a | 088 | 50

. . Tunnel | 413 53 9 n/a 0 n/a 2.68 | 81
free the goal ok. BecauseRESOLVEIs recursive, more than String | 198 | 20 | 1.46 | 36.4 | 1.97 | 38 | 0.42 | 26

one robot may make progress towards its goal. ] Cycles | 305 | 19 | 1.14 | 305 | oo nfa | 053 | 34
With these lemmas, the proof of Theorem 4.1 is as follows: _Loop | co | nfa | oo | nfa |oco | n/a | 845 | 350
Connect| oo na | oo nfa | oo nfa | 2.63 | 86

Proof: When planning for a robat, the algorithm first
attempts to move: towards its goal by pushing robots not
in U away from its shortest patli/ contains the vertices
of robots that have previously reached their goalseUkH
succeeds, thenreaches its goal. However,ifcannot make
progress usinguUsH, then there exists a robetadjacent to
r alongr’s shortest path that must be swapped with

To swap robots ands, it is necessary to move both to a
vertexv with degree> 3, and clear two vertices neighboring
v so that a swap (Figure 3) can be perform&dapP requires
two empty vertices in the neighborhood of(achieved by
CLEAR), and forms the basis for the constraint that at lea
two empty vertices must exist i for completenessswap
performs these steps, and from Lemma 4.4,sfxaP cannot
be executed, then the problem cannot be solved.

Since PUSH never moves robots already at their goals
and Lemma 4.5 shows thatvap allows r to make progress
without moving any robot already at its goal, repeated call§ genchmark Problems
to PusH and swaP will eventually bring robotr to its goal
position, leaving those already at their goal intact. =

Corollary 4.6: A robot ' may be pushed away from its

TABLE |
THE COMPUTATION TIME (MS) AND SOLUTION LENGTH FOR THE
BENCHMARKS. oo REPRESENTS A FAILURE TO COMPUTE A SOLUTION

d) A technique that separates teams of robots into a
sequences of fully coupled sub-components [2]. Each sub-
component can be solved independently of the others by
treating the current positions of all other robots as olvssac

To evaluate the proposed approach, a series of challenging
instances of multi-robot path planning were created. These
é)[roblems include a set of small benchmarks as well as larger
instances. All experiments are performed on a Core 2 Duo
2.5GHz machine with 4GB of memory. Results are given in
terms of solution quality, computational feasibility, ant
gorithmic scalability. All computations faPUSH AND _SWAP
include the path smoothing process shown in section IlI-C.

A series of small, benchmark problems (Figure 8) were
created, ranging in size from 3 to 16 robots. Because of

initial vertex during the planning of other robots. Becaoge ("€ Small-scale of these problems, a comparison of the
PUSHAND _SWAP technique with the coupled A* as well as

this displacement, it may seem that there is no pathrfor . ’
to travel from its current vertex to its goal. Note, howevert"€ decoupled WHCA* can be shown. The spanning tree

that it is possible for’ to get from its initial vertex to the planner is also applicable in some problems because number

current vertex using a series BBSH and SWAP operations, of leaves in .the tr'ee is greater than the ngmber of robots.
and a similar set of operations will allow to return to its  Computation Time:Table | shows the time needed for

initial vertex. If the initial configuration is solvable,eh itis the four approaches to compute their respective solutions.

possible for to reach its goal. The solvability of an instance!imes of more than 10 minutes are deemed a failure. The
depends only on the initial configuration: any configuratioff®uPled approach computes high quality solutions for small

achieved througPUSH AND_SWAP can be reversed. problems, but becomes infeasible as the number of robots
grows. WHCA* quickly computes solutions for 3 of the
V. EVALUATION benchmarks, but the success rate for those problems is less

than 50%. WHCA*'s inability to solve other problems can
This section evaluateBusHAND_SWAP, and compares its be attributed to a high degree of coordination necessary to
performance against: compute the solution. The spanning tree planner can solve
a) A coupledA* planner which considers the fully com- certain instances, but it has difficulty addressing theselve
posite robot when planning, and expands actions for a singhearks because there are too few leaves in the spanning tree.
robot at a time. This change allows the solution computelh contrast,PUSHAND_SWAP approach is able to quickly
to be directly compared t®USHAND_SWAP, which also compute solutions to all of the benchmark problems.
returns a sequential set of actions. Path quality: The solutions returned byUSHAND _SWAP
b) WHCA* [17], a modern decoupled planner that considand WHCA* are sub-optimal. WHCA* does poorly in the
ers a planning window where a prioritized search takes placgee and string problems, computing solutions 2.5 times
This approach periodically changes the priority of eaclotob longer than the optimal. Only in theornersproblem is the
to avoid worst-case assignments. It also employs a backwarsblution competitive with the other techniques. The spagni
A* heuristic to select the path that “best” completes th&ee approach does well in theebenchmark, but as the size
planning window during each replanning cycle. of the environment increases, the quality of the solution de
c) A complete planner that considers movement througbays considerably. The spanning tree approach had the poor-
a spanning tree of [1]. This planner is fast, deterministic, est quality in thestring benchmark.PUSHAND_SWAP can
and complete for problems where the number of leaves Bolve all problems in single milliseconds, while achievimg
the spanning tree is greater than the number of robots. solution comparable to the other suboptimal approaches.



Fig. 8. A set of small benchmark problems. From left: Tree, Carn€unnel, String, Cycles, Loop, Connect. Arrows indicdésired goal positions.

WHCA*(5) Push and Swap o & B = ]

Robots | Time (s) | Path Length| Time (s) | Path Length EECE mEB e a BECCE BEEC

24 | 0.011 1.86 0.001 2.00

48 | 0.152 2.00 0.009 2.00

72 | 0.909 2.10 0.029 2.00

96 | 3.56 2.07 0.067 2.00

TABLE I

ROTATION PROBLEM: TIME (SECONDS AND PATH LENGTH.

B. Large Scale Problems

As the number of robots grows, the coupled approach @ (b)
becomes 'ntraCtaple' and decoupled planners suffer froﬁb. 9. Large-scale experiments: (a) Rotation problem wittrdbots. (b)
deadlocks due to incompleteness. Random assignment of 100 robots. Robanoves from $ to Gi.

Rotation Problem: The first large scale experiments test
an environment with the robots arranged in a circular pagterincreases. Additionally, the larger window size needs much
with the interior of the environment free (Figure 9(a)). Themore computation time due to the larger planning horizon.
goal for each robot is adjacent to the start, with the finalltes ~ When using the Coupled* planner, optimal decoupling
achieving a rotation of all robots by one vertex. The spagnin[2] significantly improves computability by separating the
tree planner is not applicable because the graph does fgeblem into a sequence of largely singular composite sabot
generate enough leaves in a spanning tree. The configuratioven so, the optimal decoupling process has exponential
of the robots isfully-coupledand cannot be separated intocomplexity in the size of the roadmap and number of robots.
smaller subsets, making the coupléd planner infeasible This approach begins to decay after 50 robots, requiring sub

even for the smallest problem with 24 robots. stantial amounts of memory and computation time. Results
Table 1l shows the computation time for WHCA* with for coupledA* are given for problems with up to 50 robots.
a window size of 5 compared witlPUSH.AND_SWAP. The spanning tree planner is able to effectively operate

PUSHAND_SWAP computes virtually the same quality so-in the random environment, solving the 100 robot instance
lutions as WHCA*, but in substantially less time. All ex-in under 11 seconds. However, this time is still more than
periments are averages over 20 runs. There was at least ¢lagible the time oPUSHAND_SWAP, which solves the 100
failure for each WHCA* experiment due to randomness. robot instance in about 4.5 secon@siSHAND_SWAP was
Random Problem: The next large-scale experimentsable to solve all instances of the random assignment problem
evaluate the Coupledd*, WHCA*, Spanning Tree, and in times faster than the other planners tested against.
PUSHAND_SWAP techniques over a randomly populated grid It is important to note that WHCA* is not a complete
world with 20% obstacle coverage. Robots are placed ilgorithm. Figure 10 (middle) shows the percentage of
random, mutually exclusive start and goal vertices. Figursuccessful random experiments for WHCA* compared to
9(b) shows an example of this experiment with 100 robot®USHAND_SWAP. The spanning tree technique is complete,
Similar to the rotation problem, the direct application of and also has a 100% success rate. Optimal decoupling [2]
the coupledA* is computationally infeasible. However, thehas 100% success as well, but suffers from computational
random placement of the robots allows the problem to biafeasibility after 50 robots.
split into a sequence of optimally decoupled composite Path Quality: PUSHAND_SWAP achieves a solution qual-
robots [2]. Results given in this experiment for the coupledty that is noticeably better than the WHCA* and span-
A* approach include costs for optimal decoupling [2]. ning tree approaches. Figure 10 (right) shows the ratio of
Computation timeFigure 10 (left) shows the time neededthe solution lengths for the various planners against the
to compute solutions to the random problem with varyingpaths computed byUSHAND_SWAP. This graph shows that
numbers of robots. WHCA* was executed with two windowPUSH.AND _SWAP consistently achieves an average solution
sizes, 8 and 16PUSHAND _SWAP shows a slight computa- length 20% shorter than WHCA*, and more than three times
tional advantage over WHCA* with the window size of 8.shorter than the spanning tree approach.
However, the small window quickly degrades in its ability With optimal decoupling, [2] the coupled* approach is
to compute a solution, and fails with 50 or more robotsnot expected to compute the optimal solution for the entire
WHCA* (16) is able to solve much larger numbers of robotsproblem, but each composite robot will yield its individiyal
but suffers from the same decay as the number of robotgtimal solution. Surprisingly, using this approach does n
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significantly improve solution quality. TheRUSH AND _SWAP
approach computes solutions just 3% longer.

VI. DISCUSSION

This paper presented an efficient and complete approada]
for multi-robot path planning problems with at least two
empty vertices in the graph. Through the combination of
two basic primitives, the algorithm solves a broad set of7]
problems at least as fast as a well established decoupled
planner and a sophisticated complete approach without rely[s]
ing on parameter selection or graph topology. Experiments
verify the advantages of the proposed technique againkt bo?P
coupled and decoupled approaches, showing improvemeng
in computation time as well as solution quality. In compar-
ison with a coupledA* alternative combined wittoptimal ~ [10]
decoupling[2], an efficient and complete approach [1], and
a general decoupled method [1P])SHAND_SWAP exhibits
computation times faster than all of these approaches, witht!
path quality comparable to the optimal coupléd solution.

The proposed algorithm can potentially be extended ta2]
solve problems where there is only a single empty vertex
by taking advantage of redundant loops in the graph (e.q1,3]
the 15-puzzle problem). This requires an extension to the
swap primitive to use redundant loops while maintaining th(ﬁ14
invariant for all robots not involved in the swap. ]

The PUSH.AND _SWAP approach computes only a sequen-
tial solution and does not provide an optimal solution, buff5]
the solutions computed are comparable to a coupled planner.
A significant extension of this work involves computing an16]
optimal solution in terms of the total number of moves. It
is interesting to investigate if an optimal solution can be
achieved at a competitive computational cost. There argy]
however, competing notions of path optimality in multi-obb
path planning, such as the sum of the path costs for all roboﬁs]
or ideas related to Pareto optimality [21] which can be used
to evaluate the quality of a solution.

(4]
(5]

[19]
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